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Abstract. Manual annotation is a tedious and time consuming process, usually
needed for generating training corpora to be used in a machine learning scenario.
The distant supervision paradigm aims at automatically generating such corpora
from structured data. The active learning paradigm aims at reducing the effort
needed for manual annotation. We explore active and distant learning approaches
jointly to limit the amount of automatically generated data needed for the use case
of relation extraction by increasing the quality of the annotations.
The main idea of using distantly labeled corpora is that they can simplify and
speed-up the generation of models, e. g. for extracting relationships between enti-
ties of interest, while the selection of instances is typically performed randomly.
We propose the use of query-by-committee to select instances instead. This ap-
proach is similar to the active learning paradigm, with a difference that unlabeled
instances are weakly annotated, rather than by human experts. Different strategies
using low or high confidence are compared to random selection. Experiments on
publicly available data sets for detection of protein-protein interactions show a
statistically significant improvement in F1 measure when adding instances with a
high agreement of the committee.

1 Introduction

Developing manually annotated training corpora for information extraction tasks like
named entity recognition or relation extraction is tedious, time-consuming and therefore
expensive work. One approach to overcome these issues is to build weakly supervised
information extraction models, e. g. by using distantly labeled text, as proposed by [1].
This paradigm has shown to achieve reasonable, competitive results [2–4].

Unfortunately, the assumption that co-occurring entities in a sentence are related if
they are mentioned in a source of distant supervision (for instance a database) does not
hold in general. Therefore, such automatically annotated data sets are typically noisy.
Methods addressing this issue include filtering approaches by formulating heuristics
[5, 6] or classifying if the instance is actually representing a positive example [7]. In
addition, though there is a huge amount of data available, the instances used for training
may be uninformative and redundant.
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In this paper, we explore and discuss the idea of making use of the active learning
paradigm [8–10] to select meaningful distantly labeled instances from a large pool. Active
learning is a strategy for reducing the overall annotation effort without diminishing the
system’s performance. It is a semi-automated approach where only data points that
are considered to be most informative are presented to the “oracle” (usually a human
expert) for manual annotation. We focus on the use case of classifying pairs of named
entities as interacting or non-interacting. Objectives are to avoid using non-informative
or misleading instances and to reduce the amount of data needed to train a model which
leads to less complex models, as a lower number of features is generated.

Other approaches to circumvent the need for manual work include unsupervised
machine learning approaches relying on discovering structure in unlabeled data. Al-
though automatic generation of rule sets [11, 12], dictionaries [13, 14], or clusters [15]
is effective, unsupervised approaches are often suffering from a limited performance
in comparison to supervised approaches. Semi-supervised learning aims at obtaining
good performance at a low cost by combining (potentially large) amounts of unlabeled
data with human supervision. In the work by [16–18], a relatively small labeled seed
set is used for learning initial patterns, while additional prediction rules are generated
through further iterations. Such approach has the advantage of considerably reducing
the amount of work for human annotators, however, due to its dependency on the initial
seed set, the generalizability may be limited. A combined approach including both
semi-supervised and active learning by [19] tends to increase the accuracy of label pre-
dictions, while keeping the human interference at minimum. In contrast, active learning
aims at limiting the amount of work for a manual annotator. The fundamental idea is to
make use of an estimator for selecting the instances to be shown to the annotator. That
can be based on minimization of expected variance [20], uncertainty sampling [21], or
query-by-committee [22], amongst others.

In the following, we shortly introduce interaction classification in Section 2.1 and
explain how informative instances could be distinguished from redundant ones in Sec-
tion 2.2. The results in Section 3 are based on evaluations of the proposed method on a
publicly available data set for protein-protein and drug-drug interaction detection. We
end with a discussion and summary.

2 Methods

2.1 Interaction Classification

As common, we formulate the task of relation extraction as feature-based classification
of co-occurring entities in a sentence. Those are assigned to be either related or not,
without identifying the type of relation. A sentence with n entities contains at most

(
n
2

)
interacting pairs. We are using a linear support vector machine classifier [23] with lexical
features, i. e., bag-of-words and n-grams, with n ∈ {1, 2, 3, 4}. They encompass the
local (window size 3) and global (window size 13) context left and right of the entity
pair, along with the area between the entities [24]. Additionally, dictionary-based domain
specific trigger words are taken into account. For details of the configuration, we refer
to [5].



2.2 Committee-based Selection of Instances

We assume a small manually annotated training set to be available, the generation of
which would require only a moderate amount of work. This set should provide the
information for distinction between helpful and unhelpful or even misleading pairs of
entities, i. e., relation instances.

In active learning, a human annotator is asked to provide classification for an in-
stance. The number of instances presented to the annotator is to be minimized, while the
annotation is assumed to be perfect. Therefore, instances of highest expected information
content (given the existing data) are normally chosen [25]. Here, we replace the human
annotator by a predictor of limited knowledge, i. e., the distantly labeled data. Retrieving
high quality annotation for highly informative instances is possible from a human anno-
tator, however, labels coming from the database are not always correct. Therefore, for
the distantly labeled data the relation between the annotation quality and the information
gain, given the seed set which is used for selecting instances is of importance. The
hypothesis is, that a higher quality of the data annotation is positively correlated to a
lower information gain. Therefore, in the distant supervision setting, there may be a
trade-off between quality and information gain.

We follow several strategies to rank the instances and select the preferred ones. All
strategies are based on a query-by-committee approach [26]. The training set for each
committee member c ∈ C is selected by sampling n times with replacement, leading
to approximate use of 63% of the available instances for each committee member [27]
(where n is the number of available instances).

The agreement of the committee C concerning an instance i is measured as

uC(i) =
|1i

C − 0i
C |

|C|
,

where 0i
C denotes the number of committee members predicting “no interaction” and 1i

C
accordingly for predicting “interaction” for instance i.

High agreement of the committee is interpreted as high confidence regarding the
label of an instance [22]. Let xi be a random value from the Gaussian distribution
N (µ, σ2) with variance σ2 and mean µ = 0.

1. Rank descending by uC(i) (prefer instances of high confidence).
2. Rank ascending by uC(i) (prefer instances of low confidence).
3. Rank descending by uC(i) + xi.

The idea of the first strategy is to select instances which are most similar (and
therefore have a high quality) to the manually annotated training data, but may not
lead to useful information. The second strategy pertains to the common approach used
in active learning, where instances that are dissimilar to known ones may bring high
information gain. The motivation of the third strategy is to take instances into account
which are similar to the manually annotated data, but allowing the chance of having
additional “novel” aspects.



3 Results

The silver standard corpora4 of [29] consisting of 200,000 protein entity pair and 200,000
drug entity pair mentions are used as a source of weakly labeled data to draw training
instances from. The text source are abstracts from MEDLINE5. They are labeled making
use of the databases IntAct [30] and KUPS [31]. An overview of these corpora is given
in Table 1.

Table 1: Weakly labeled PPI and DDI corpora.

PPI DDI

Abstracts 49,958 76,859
Sentences 51,934 79,701
Tokens 1,608,899 2,520,545
Entities 150,886 203,315
Pairs 200,000 200,000
Pos. Pairs 37,600 8,705

Table 2: PPI and DDI corpora.

Corpus Pos. pairs Neg. pairs Total

BioInfer 2,534 7,132 9,666
HPRD50 163 270 433
IEPA 335 482 817
LLL 164 166 330

DDI train 2,400 21,411 23,811
DDI test 755 6,275 7,030

The publicly available manually annotated corpora for protein-protein interaction
HPRD50 [32], LLL [33], BioInfer [34], and IEPA [35] are used for training and testing.
In case of drug-drug-interaction, the corpus published by [36] is used (being divided into
train and test set). Table 2 shows an overview of the manually annotated PPI and DDI
corpora.

The experimental setting is as follows. For each of the corpora, 200 pairs (instances)
are randomly sampled from manually annotated data, corresponding to the seed set in an
active learning setting. Based on these, classifiers are trained on sub-samples to predict if

4 The term “silver standard” refers to an automatically annotated resource, contrary to a gold
standard with (by definition) perfect annotation [28].

5 http://www.ncbi.nlm.nih.gov/pubmed/
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Fig. 1: Confidence predictor based on LLL and testing on BioInfer and IEPA corpora.
The model built on 200 manually annotated instances is compared against training with
100, 200, 500, and 1000 additional weakly labeled instances.
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Fig. 2: Confidence predictor based on HPRD50 and testing on BioInfer and IEPA corpora.
The model built on 200 manually annotated instances is compared against training with
100, 200, 500, and 1000 additional weakly labeled instances.



an entity pair is in relation or not. This committee is used to get a score for agreement or
disagreement of predicting data from the weakly labeled set. Depending on the selection
strategy, 100, 200, 500, and 1000 instances are selected. A classifier is trained on the
seed set of 200 instances, as well as on this set unified with the weakly labeled instances.
Note that these are not multiple iterations, but separate experiments of active learning.
Each of the experiments is repeated 10 times and the average value reported to be able
to measure stability as well.

Figures 1 and 2 show the results for training on LLL and HPRD50, while testing
on BioInfer and IEPA. The results between same models tested on different corpora
are similar (compare 1a with 1b and 2a with 2b). In the case of training on LLL, worst
strategy is selecting instances with the lowest confidence, followed by random. Best
results are seen for the selection by high confidence, while adding Gaussian noise does
not lead to big differences; for adding 100 weakly labeled instances, using σ2 = 0.5
works best. All methods based on high confidence are outperforming the random baseline
significantly in this step (α < 0.05). Comparison of training with LLL and HPRD50
reveals notable differences when adding a low number of instances: for LLL, random
and low confidence selection leads to a decrease. For HPRD50, all selection methods
have a positive impact. Training on HPRD50 does not provide a clear difference between
the selection strategies; low leads to worst results, random and high with some noise to
the best. These differences are not significant.
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Fig. 3: Results for DDI, starting with 200 manually annotated instances and comparing
against training with 100, 200, 500, and 1000 additional weakly labeled instances.



Obviously, adding a higher number of instances leads to lower impact of the selection
strategy. Evaluating different strategies on DDI leads to results similar to training on
HPRD50, as shown in Figure 3.

The results, especially for the seed set sampled from LLL (cf. Figure 1a), shows the
best results using instances similar to the seed set (by means of the committee trained
on the seed set having a high agreement). To prove the hypothesis that high quality of
annotation is leading to a lower information gain and vice versa, the Pearson correlation
coefficient of the committee prediction (based on a seed set of 200 LLL instances) and
the labels from the database (the distantly labeled PPI corpus) are reported in Figure 4.
For each confidence interval, 500 instances are sub-sampled respectively (1 refers to
agreement among the committee; 0 refers to no agreement). A high correlation of the
database labels for instances selected to be similar with the seed set can be observed.
There is nearly no correlation for instances selected with low confidence.
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Fig. 4: Correlation of labels predicted by the committee and given from the database
(distant supervision) plotted for different confidence threshold values. The correlation
is calculated by Pearson’s coefficient and the predictions are made using LLL as the
training corpus.

4 Discussion and Summary

The results are motivating for a subset of corpora, shown on LLL here. The reason for
the difference when training on HPRD50 is presumably the ratio between positive and
negative examples; LLL is the most balanced set with a ratio of 1.01. HPRD50 has a
ratio of 1.44. Due to the same reason, the initial results are that different (between 0.35



and 0.38 for HPRD50 in comparison to 0.48 to 0.51 for LLL) – the seed sub-sample
only includes a low number of positive examples. Committee-based selection increases
performance significantly on LLL.

It is notable for this corpus that the committee-based selection of weakly labeled
instances leads to comparable results when using 100 additional instances chosen by
high strategy and 500–1000 instances chosen randomly. Therefore it needs to be pointed
out that, surprisingly, instances being similar to the seed set lead to best results. The
reason is a strong correlation of database labels with the committee predictions in cases
where the committee fully agrees.

Selecting instances labeled with the highest confidence by the committee appears
to be the favourable decision in most cases to deal with the noisy data generated by
the distant supervision approach. Such strategy is not common in the active learning
paradigm, however, the prevailing in favor of “safe” instances confirms the hypothesis
that a higher quality of the data annotation is correlated to a lower information gain.

It needs to be investigated further whether this methodology harms the generalizabil-
ity of the model. An analysis of the positions of the support vectors from the seed set
and from the weakly labeled set may allow insight in this concern.

Future work includes the evaluation of additional parameters. In comparison to active
learning with a human annotator, additional knowledge about the weakly labeled data is
available. Therefore, the ratio of positive and negative examples needs to be investigated
further. Similarly, the characteristics of the seed set need to be analyzed in more detail.
Furthermore, correlation of instances chosen to be in the seed set needs to be inspected,
as well as the possible correlation between the seed set instances and those that are to be
added.
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